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[Signal, Noise, Random Process, Fourier Transform, Power Spectrum] (15 3% ~ #E3 g i)
A2~ M B NREH)
1. (15%) Given a signal x() = 25in(4007¢) cos(16007t) where ¢ is in seconds. (243135 %%
x(£) = 2s5in(40077) cos(1600m) £ ¢ 4 Fmit) <)
(a) (5%) Decompose x(f) into a linear combination of sinusoidal functions, and find
the amplitude, frequency, and phase of each component. (& x(t) drEERIETRES
X gtk ind > BB E— ERMER IR AR RN <)
(b) (5%) Determine the Fourier transform X(f) of x(f). (# x(r) KRG Ein
X e)
(c) (5%) Determine the Nyquist sampling rate for x(f). GEE x(f) $1RERREE )

2. (10%) Consider a random process x(t) = Acos(2nf,t +0), where 4 isa constant and 4

is a uniformly distributed random variable over the interval [—z,7]. Defermine: (FE
— B x() = AcosQafr+6) » EF A4 REHE 0 A [-rr] BETHE S0
BORE MR - RS )

(a) (5%) The autocorrelation function R, (7) of x(t).(x(t) ehAMEHX R (7))

(b) (2%) The power E[x*(f)] of x(£). (x() gishE E[x* (O] <)
(c) (3%) The power spectral density S, () of x(B). (x(t) wyshFAHBERL S =)

(5%) A telephone line is known to have a loss of 30 dB. The input signal power is
measured as 200 mW, and the output noise level is measured as 2.0 #W. Using this
information, calculate the output signal-to-noise ratio (SNR) in dB. (Note: log,,2~03.)
(6%’%%@%%ﬁ%SMB°%%A%%%$EW%ﬂmmwaﬂg%g%mﬁﬁg
A% 2.0 pW e fE R sEE L 0 R S A I (SNR) #Ho4 dB &7 = (L& °
log,,2~03 -))

(8]
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[Data Encoding, Symbol Mapping, Channel Coding] (%4444 - LA ~ 138 4555
4. (5%) Please design a constellation for a QPSK mapper using the Gray code (i.e, only

%18 a3 4 8 [hrRal
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one bit changes in going from a symbol to an adjacent symbol). (354 i & F 4%k i — 14
QPSK #it Zey 2B E (FPAaffH LM AA —fdaiw£4) )

5. (5%) The waveform in Fig. 1 belongs to a Manchester encoded binary data stream with
“bit one” represented by a high-to-low transition. Determine the original binary data
sequence. (B 1 A HE B EHHHHEENH TR K+ 5-H- K8 mn
FoR ML e FRE RN ZUERAET )

Fig. 1
6. (5%) For a certain binary non-symmetric channel shown in Fig. 2, it is given that
P,(0]1)=02 and P, (0/0)=0.9, where X is the transmitted digit and Y is the
received digit. If P.(0)=04, determine (B 2 & — B -~ L HMHBEE > i
(0= 02@£’®W)09 A X RgEmenim ¥ A RBKBHEA -
Bk P.(0)=04 - FHRE)

ﬂx

(a) (2%) £,(1)
(b) (3%) The average error probability of the channel. (#big ¥ &4 -F 3R R )

1 1
X ::>x<:j Y
0 0
Fig. 2
7. (10%) The Hamming distance d(v,,v,) between two n-bit binary sequences v, and
v, is the number of bits in which v, and v, disagree. For example, 4(011011, 110001}
= 3. The minimum distance d,, of a code is defined as the minimum Hamming
distance between any two distinct codewords in this code. Please prove the following
assertion: (F{E n-fLt —SUAF] v, & v, MEAESE Jd(v,v,) KEEAE v, &
v, FldaBehpast - ) d(011011, 110001) =3 = —kam by o 3E8E d,, WA B HH
G PAER R BT R A0 /N ERASERE - SFEIAT I ER ) ‘
“For a given positive integer f, if a code satisfies d;, >(2¢+1), then the code can

correct all bit errors up to and including errors of ¢ bits.” ("#&F —E#EH L w R —
Bmhih A dy, 2 (2U+1) - RSB R SELT | BALTHER )

[Matched Filter and Binary Optimum Receiver] (VT 5238 7% % $1 = 7.5 48 2 40U8)

8. (25%) Binary data is transmitted over an AWGN channel by using a pulse s,(7),
0<¢<T for’l and a pulse s,(f), 0<¢=<T for as-given in Fig. 3, where 7T is the
symbol duration. Assume that the two pulses are transmitted equally likely, and the-
noise has a power spectrum density S,(f)=N,/2. (ZAFFUE 3 F490RE 50),
o<wq~ﬁ$qfu&mﬁsm)o<wﬂﬂﬁfﬁhﬁAW@€ﬁﬁ¢@%tﬁ¢T

CRHEAAE - iﬁﬁﬁ%&ﬁ AR BEN  DENGANERLEERES
S,(fy=Ny/2

(a) (2%) Compute the average energy per bit F,. 3t E& - AL FHEE E, )

F2R 4% 4 B [HHEA]




(b) (3%) Show that s(f) and s,(f) are orthogonal to each other. (3% s,(f) #
5,(0) JbER °)

(¢} (10%) Design an optimum receiver using a matched filter with impulse response
h(t) and a detector. Sketch a block diagram for the receiver and find A(r). (4 H
A AR R A A IR () AR B — RO o S
WA FHLE BARE A0 -)

(d) (5%) Determine the error probability of the optimum receiver in terms of E,, N,

1 = x’
d the Q-function defined a V) = e | exp| ==l . GRAIFE, - Ny
an e Q-function deft s O \/?2'7;'[’ xp[ 5 ] (& 5 0

2
Q-akziA 00)= 7] exp(wi;_]dx o R R R RS )
E v

(e) (5%) How to improve the error probability by modifying the pulse s, (") ? (o
S kg 5, () MMBHEHBET) |
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Fig. 3
[Orthogonal Frequency Division Multiplexing (OFDM)] (E&Z 53R % 1)
9. (10%) Consider the design of an OFDM transmission system under the conditions that
(% B4 F Sl 4T ist—18 OFDM 4 % #)
(i) the maximum delay spread of channel avax = 1.60 us, (B E R AR max=
1.60 us » )
(i) the bandwidth W <10 MHz, (48 W<10MHz -)
(iii) cyclic prefix is used as the guard interval and the signal power loss in using
@mﬁmamKlﬂMmMﬁ%%%ﬁﬁﬁ%%%@@ﬂE&ﬁﬁ%@m%ﬁ%ﬂ
Eah 3 <1dB RR)
(iv) the 16-QAM constellation adopted for data mapping. (# B 16-QAM 2 EEBEMNE
ursd - )
Please determine the following parameters for the OFDM system: (3% 7 & F 71 OrbM
R 58
(2) (2%) Guard interval Ty ($F38 & R T¢)
(b) (2%) Useful symbol time Trer (7 204 EFRE Teer)
(c) (2%) Subcarrier spacing Af (F#AH & )
#3843 4 B LhraAl




{d) (2%) Total number of subcarriers N (- %k 43t N)

(e) (2%) Data transmission rate R (bits per second; bps) if only N-1 subcarriers are data
subcarriers (i.e., the DC subcarrier is not used for carrying data.) (g3 2 4 N-1 18
TS EMNTRAY DC FHK R AR RETH OB TS 2 (EP
JL#; bps))

10. (10%) Bxplain the following terminologies associated with OFDM. (#42F 72 OFDM
AR B ) F A 4 )

(a) (2%) Guard Interval (GI)

(b) (2%) Cyclic Prefix (CP)

() (2%) Subcarrier Spacing

(d) (2%) Peak-to-Average Power Ratio (PAPR)
(e) (2%) Inter Carrier Interference (ICJ)
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